
Measurement of Electron-Electron Interactions and Correlations Using Two-Dimensional
Electronic Double-Quantum Coherence Spectroscopy

Jeongho Kim, Vanessa M. Huxter, Carles Curutchet, and Gregory D. Scholes*
Department of Chemistry, Institute for Optical Sciences and Centre for Quantum Information and Quantum
Control, UniVersity of Toronto, 80 St. George Street, Toronto, Ontario M5S 3H6, Canada

ReceiVed: July 30, 2009; ReVised Manuscript ReceiVed: September 23, 2009

A two-dimensional (2D) optical coherent spectroscopy that correlates the double excited electronic states to
constituent single excited states is described. The technique, termed two-dimensional double-quantum coherence
spectroscopy (2D-DQCS), makes use of multiple, time-ordered ultrashort coherent optical pulses to create
double and single quantum coherences over the time intervals between the pulses. The resulting 2D electronic
spectra map out the energy correlation between the first excited state and two-photon-allowed double-quantum
states. Measurements of organic dye molecules show that the near-resonant energy offset for adding a second
electronic excitation to the system relative to the first excitation is on the order of tens of millielectronvolts.
Simulations of DQC spectra show that vibronic transitions add rich features to the 2D spectra. The results of
quantum chemical calculations on model systems provide insight into the many-body origin of the energy
shift measured in the experiment. These results demonstrate the potential of 2D-DQCS for elucidating
quantitative information about electron-electron interactions, many-electron wave functions, and electron
correlation in electronic excited states and excitons.

1. Introduction

Mean-field models in chemistry, that is, theories based on
orbital energies, symmetries, and shape, have proven to be
enormously successful for predicting structure, explaining
reactivity, and qualitatively describing spectroscopy. Nonethe-
less, the correlated motions of electrons in molecules are very
significant and may one day be harnessed to expose new modes
of chemical reactivity. The goal of our work is to begin to
elucidate insights into chemistry beyond mean-field approxima-
tions. To this end, an experimental framework that will test and
inspire theory needs to be established. In the present report we
describe the application and interpretation of a coherent two-
dimensional electronic spectroscopy that measures changes in
the electronic interactions among electrons and their many-body
correlated response to optical excitation.

Recent advances in multidimensional coherent spectroscopy
have allowed researchers to gain insights into the mechanism
of excited state processes, going beyond the simple excited state
decay kinetics traditionally probed by ultrafast spectroscopy.1-11

As an optical analogue of well-developed multidimensional
nuclear magnetic resonance (NMR) techniques,12 coherent
multidimensional optical spectroscopy has been used to probe
the evolution of excitations and couplings between multiple
chromophores absorbing at visible or infrared frequencies with
femtosecond time resolution. Recent studies have reported the
theory and experimental demonstration of a different two-
dimensional (2D) optical coherent spectroscopy that correlates
the double excited electronic states to constituent single excited
states.13-16 The technique, termed two-dimensional double-
quantum coherence spectroscopy (2D-DQCS), makes use of
multiple, time-ordered ultrashort coherent optical pulses to create
double- and single-quantum coherences over time intervals
between the pulses. This experiment is analogous to conceptually
related two-dimensional NMR17 and infrared18 double-quantum

echo spectroscopies that respectively probe spin-spin interac-
tions and anharmonicity of molecular vibrations. The two-
dimensional electronic spectrum maps the energy correlation
between the first excited state and two-photon allowed double-
quantum states. The principle of the experiment is that when
the energy of the double-quantum state, viewed in simple models
as a double HOMO-to-LUMO excitation, equals twice that of
a single excitation, then no signal is radiated. However,
electron-electron interactionssa combination of exchange
interactions and electron correlationsin real systems19 generates
a signal that reveals precisely how the energy of the double-
quantum resonance differs from twice the single-quantum
resonance. The energy shift measured in this experiment reports
how the second excitation is perturbed by both the presence of
the first excitation and the way that the other electrons in the
system have responded to the presence of that first excitation.

In the first experimental demonstration of 2D-DQCS,15 we
compared a series of organic dye molecules. We found that the
measured 2D-DQC spectra were qualitatively consistent with
the prediction for an ideal system wherein electron correlation
produces a strong peak and an oppositely signed mirror image
symmetrically arranged either side of the diagonal, where the
single coherence frequency equals approximately half the double
coherence frequency. However, it is evident that the signals
contained richer information than that predicted by the purely
electronic model.13,14 We have now included vibronic progres-
sions and corresponding Franck-Condon overlaps into the
expression for predicting the 2D-DQC spectra. Here we report
the experimental demonstration of the 2D-DQCS with details
not presented in the previous work15 and extended results on
the dependence of 2D-DQC spectra on the solvent and excitation
wavelengths. In addition, we present simulations of how
vibrational modes of different frequency contribute to the 2D-
DQC spectra, showing that consideration of the vibrations
enables us to successfully simulate the experimental data.* Corresponding author, gscholes@chem.utoronto.ca.
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2. Theory of 2D-DQCS

The 2D-DQCS experiment employs a sequence of three
interactions between the system and ultrashort laser pulses,
followed by interferometric detection of the third-order nonlinear
optical signal radiated in the ks ) k1 + k2 - k3 phase-matched
signal direction, as shown schematically in Figure 1. The first
two light-matter interactions, which are instigated in our
experiment by two ultrashort laser pulses that arrive simulta-
neously at the sample, promote the system to the double-
quantum coherence. Double quantum coherence means a
superposition state of the electronic ground and double-
excitation states. The third pulse interacts with the double-
quantum coherence to generate the signal. The basic expression
for the response function is14

where ωR� is the electronic transition frequency between states
labeled R and �, µR� is the corresponding transition dipole
magnitude, and γ is a phenomenological damping constant. In
our calculations we model these terms as Gaussian functions

rather than Lorentzians and include correlated static disorder
in the transition frequencies as described previously.15 |g〉 is the
ground state, while |e〉, |e′〉, and |f〉 are states from the manifolds
of single-quantum states and double-quantum states, respec-
tively, that can be accessed by our excitation conditions, Figure
1a. A single-quantum state is one-photon allowed and a double-
quantum state is two-photon allowed. Equation 1 suggests an
infinite temperature approximation for the solvent bath, which
is usually a poor approximation for solution phase spectroscopy
of molecules because it does not predict, for example, the
dynamic Stokes shift. However, DQCS involves only short
(relative to the time scales of solvent relaxation) coherence time
intervals and no population time. Therefore it is reasonable to
expect the results will be insensitive to details of solvation that
might otherwise influence ωR�. We show in section 4C that this
is the case.

The important point regarding this experiment is that there
are two pathways by which a signal can be produced, repre-
sented by the Feynman diagrams shown in Figure 1b. These
pathways share the common term 1/(Ω2 - ωfg), and thus the
energies of double-quantum resonances, ωfg, are projected along
the Ω2 axis of the 2D spectrum. The two terms in parentheses
are the contributions that differentiate the two signal pathways,
and it can be seen that they have opposite signs, that is, they
are π out-of-phase. These pathways contribute differently to
the signal along the Ω3 axis, which results in their interference.
The first pathway gives the energies of single-quantum reso-
nances between ground and single excited states, i.e., Ω3 ) ωe′g,
while the second reveals resonances between double and single
excited states, Ω3 ) ωfe. Thus, 2D-DQCS correlates the energies
of double-quantum resonances, ωfg, to those of single-quantum
resonances, ωe′g, and ωfe, in a 2D spectrum. This correlation
becomes clear in the ideal representation of a 2D-DQC spectrum
illustrated in Figure 1c. The Ω3 axis represents the single
excitation frequency, while the Ω2 axis corresponds to the
double excitation frequency. Along the Ω3 axis, positive (red)
and negative (blue) peaks are located at the frequencies of ωeg

and ωfe, respectively. Along the Ω2 axis, both peaks are placed
at the common double-quantum resonance energy, ωfg. The
diagonal line, Ω3 ) 2Ω3, represents the case when the double-
quantum energy is exactly twice the single-quantum energy,
that is, ωfg ) 2ωeg and thus ωfe ) ωeg. Therefore, the difference
between a peak and the diagonal along the Ω2 axis or between
the two peaks along the Ω3 axis corresponds to the anharmo-
nicity ∆ of the electronic oscillator arising from electron
correlation. Some comments on the meaning of ∆ are provided
in section 7.

As shown above, the two quantum pathways interfere in a
unique way so that the two destructively interfering terms are
not canceled out in the presence of electron correlation. The
way that those two pathways interfere to generate the 2D-DQC
signal is similar in its origin to the dephasing-induced resonances
observed with various other nonlinear spectroscopies. For
example, in third-order coherent Raman spectroscopy,20,21 terms
involving ground and excited state populations are imperfectly
canceled by introduction of pure dephasing, leading to a new
Raman resonance. Also, similar interference effects form a basis
for the signal generation in fifth-order polarizability response
spectroscopy22 and second-order difference frequency generation
spectroscopy.23

The time ordering of the sequence of three ultrashort laser
pulses is shown in Figure 1d. Pulse 1 interacts with the system
to create a coherence between |g〉 and |e〉. Simultaneously (in
our experimental configuration), pulse 2 interacts with the

Figure 1. (a) A three-level system consisting of ground (g) and
manifolds of single (e) and double (f) excited states. The red dotted
energy level has an energy of exactly twice the g f e transition
frequency, i.e., 2ωeg. The difference ∆ between ωfg and 2ωeg represents
the anharmonicity of the electronic oscillator arising from the electron
correlation. (b) Feynman diagrams for two quantum pathways RI and
RII contributing to the 2D-DQC signal. The two quantum pathways
interfere in a way that allows mapping of the energies of single and
double excited states in a 2D frequency space. (c) Ideal representation
of 2D-DQC spectrum for the simplest three-level system. See text. (d)
A sequence of three coherent pulses used in the 2D-DQCS.

S(Ω3, Ω2, t1 ) 0) ) SI - SII ) ∑
e,e',f

µfeµeg

Ω2 - ωfg + iγ
×

[ µfe'µe'g

Ω3 - ωe'g + iγ
-

µge'µe'f

Ω3 - ωfe' + iγ] (1)
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system to produce an electronic coherence between |g〉 and |f〉,
that is, the double-quantum coherence represented by the off-
diagonal density matrix element Ffg ) |f〉〈g|. After a double
coherence time delay, t2, the system interacts with pulse 3, which
induces either the single-quantum coherence |e′〉〈g| or |f〉〈e|.
During a time period, t3, termed the “single coherence time”,
the third-order polarization P(3) is radiated in the direction ks )
k1 + k2 - k3, where k1, k2, and k3 are wave vectors of pulses
1, 2, and 3, respectively. 2D Fourier transformation of
P(3)(t2,t3)with respect to t2 and t3 delivers 2D spectra as a function
of two frequency axes, Ω2 and Ω3, which are conjugates to t2

and t3, respectively. In practice, P(3)(t2,Ω3) is directly obtained
using a combination of spectrograph and CCD array detector.
Since one frequency axis is already obtained by a dispersed
detection scheme, only Fourier transformation along the t2

delay is needed to produce a 2D spectrum as a function of
Ω2 and Ω3

Quantum chemical calculations can be used to estimate the
parameters needed to illustrate model 2D-DQC spectra based
on eq 1. Some technical discussion and interpretation of the
information content in 2D-DQC data in the context of state-
of-the-art quantum chemical calculations is given in section 7.
Here we aim to introduce the concepts.

A quantum chemical method suited to illustrate the 2D-DQC
spectra for large molecules is the symmetry adapted cluster
configuration interaction (SAC-CI) method developed by Na-
katsuji and co-workers.24 The SAC-CI method allows for a
balanced treatment of electron correlation effects both on the
ground and on the excited states through consideration of single
and double excitations (SD-R version). This method provides
an important electron correlation correction, for example,
compared to the CI-singles method, in which the excited states
are described roughly with a Hartree-Fock quality. Equally
important for the description of 2D-DQCS data, the SAC-CI
method treats both single and double excited states on an equal
footing. Therefore, we have performed SAC-CI SD-R/6-31G
calculations on geometries optimized at the MP2/6-31G(d) level
of theory for different molecules. Such calculations were
performed using the LeVelOne thresholds for selection of double
excitation operators, as implemented in the Gaussian 03 code.25

We note here that further inclusion of higher-order, e.g., triple
and quadruple, excitations are expected to lead to more
significant corrections to the energies of double excited states,26

but this would be computationally too expensive for the systems
we considered.

Examples of 2D-DQCS maps over a broad energy range for
three five-ring polyacene molecules, pentacene, dibenz[a,h]an-
thracene, and dibenz[a,c]anthracene, calculated using eq 1 and
the SAC-CI quantum chemical method, are shown in Figure
2. The structures of the molecules are drawn in Figure 2a.
According to this quantum chemical method, there are 41
electronic states for dibenz[a,h]anthracene that lie below 9 eV.
Of these, eight can be optically excited from the lowest energy
singlet excited state, and they are listed on the right side of
Figure 2b. Red peaks are contributed by the pathway RI and
blue troughs (negative peaks) come from RII. The blue and red
peaks are displaced symmetrically along the Ω3 axis about the
diagonal ωfe ) ωeg. These features map out the energies of the
|f〉 states relative to |e〉. Calculated DQC spectra for three

polyacene molecules are compared in Figure 2c-e. It is evident
that the transition energies as well as the transition dipole
strengths for these states depend on the molecular structure. In
particular, as the symmetry of the molecule increases, the
number of features in the DQC spectrum decreases.

How should we interpret the DQC spectra? If the total energy
of a molecular wave function were determined simply by
integrals between the average electron density of electrons, then
mean-field treatments, like the Hartree-Fock method, would
yield accurate descriptions of electronic structure. In that case,
all the information would be carried by the orbital representation
of a molecule and electronic transition energies would be the
energy gaps between occupied and unoccupied orbitals (al-
though, for the sake of rigor, note that only the energies of
occupied orbitals are found using the Hartree-Fock procedure).
In this picture, for every single excitation of an electron from
an occupied to unoccupied orbital there will be a corresponding
double-excitation of precisely twice the energy. At this primitive
level of theory, therefore, there will be no DQC signal from
the double excitation of HOMO to LUMO because pathways
RI and RII exactly cancel. However, the second field-matter
excitation in the experiment can promote various other sym-
metry-allowed occupied to unoccupied orbital transitions, which
will invariably have different energies than the first excitation.
These transitions will produce DQC signals when referenced
to the first excitation, and the resulting pattern in the DQC
spectrum would qualitatively resemble the plot shown in Figure
2b (note, however, that the DQC spectra in Figure 2 were
calculated using the more advanced approach described above).

At the next level of approximation we consider electron-hole
exchange, that is, there are two distinct ways of promoting an
electron from an occupied to unoccupied orbital because a closed
shell orbital contains two spin-paired electrons. The properly
symmetrized excited singlet state is raised in energy by the
exchange interaction (half the singlet-triplet splitting) compared
to the orbital energy difference. The double excitation, however,
is a closed shell state and is not raised in energy by the
electron-hole exchange. Hence the transition energy ωfe should
be red-shifted by the singlet-triplet splitting (several hundred
millielectronvolts for molecules) compared to ωeg at this level
of theory. It therefore makes sense that other states of appropri-
ate symmetry (cf. the pattern of states in Figure 2b) may lie
closer in energy to 2ωeg than the double-quantum state (we refer
to the HOMO to LUMO double excitation as the double-
quantum transition). This is a key point and it is examined
further in section 7.

Finally we need to account for the fact that the occupied to
virtual orbital excitations produce configurations that interact
with each other. Hence the correct eigenstates of the system
are obtained by diagonalizing this matrix, known as full
configuration interaction (CI). Part of the improvement obtained
here is that it allows the unoccupied orbitals obtained at the
Hartree-Fock level to relax, which, strictly speaking, provides
a mean-field correction to the models discussed above. For
example, this is what is captured in CI singles. There will also
be mixing among single excitations and double excitations, etc.
that substantially modify our interpretation of the DQC spectra.
These effects give the electron correlation energy differences
among the three states that we probe. Physically, the electron
correlation energy accounts for ways that electrons avoid each
other, by correlating their motions to minimize Coulomb
repulsions. The motivation behind our experiments is to develop
an experimental probe of how the electron correlation energy

S(t1 ) 0, Ω2, Ω3) ) ∫-∞

∞
P(3)(t2, Ω3) exp(iΩ2t2) dt2

(2)
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changes between the ground state, single excited state, and
double quantum states.

3. Experimental Section

A. Setup. The details of the laser setup are described
elsewhere.27 Briefly, coherent optical pulses with 130 fs pulse
duration and 800 µJ pulse energy at 775 nm center wavelength
were generated from a 1 kHz repetition rate Ti:sapphire
amplified laser (Clark-MXR, CPA-2001). They were converted
into light tunable from 450 to 650 nm by a noncollinear optical
parametric amplifier (NOPA). The NOPA output pulses were
sent to a pair of quartz prisms for precompensation of optics
material dispersion and split by a beamsplitter into two beams.
The intensities of the two beams were controlled by a combina-
tion of half-wave plate and polarizer inserted into each beam.

The 2D-DQCS measurement was implemented using an
inherently phase-stabilized experimental setup using a diffractive
optic (DO), based on the design by Miller and co-workers.28

High accuracy of phase stability is critical for implementing
2D-DQCS in the visible frequencies because fluctuations in path
length of each beam lead to a higher phase error in this spectral
region than in the infrared. The schematic of the setup is shown
in Figure 3. The two beams split by the beamsplitter were
focused and spatially overlapped on the DO with a 25 cm focal
length lens to give a pair of replicas at (1 diffraction orders
for each beam. The DO was designed for highly efficient (1

order diffraction with 70% diffraction efficiency. The resulting
four beams (with the light of all other diffraction orders blocked
by a mask) were achromatically collimated and focused into
the sample by a pair of 25 cm focal length paraboloid mirrors.
The pulses were characterized by transient grating frequency-
resolved optical gating (TG-FROG) of pure solvent (ethanol).
Near-transform-limited pulses were obtained with a pulse
duration of 18-22 fs at the sample position, depending on the
wavelength, and a time bandwidth product of ∼0.47.

In 2D-DQCS, the introduction of time delays between the
pulses with suboptical period precision is required to perform
a Fourier transform without artifacts. Such precise control of
time delays is achieved by using pairs of movable glass wedges
(1.5 mm thickness, 1° wedge angle, fused silica) inserted into
E1, E2, and E3 beams, as was introduced by Fleming and co-
workers.9 Each wedge is paired with an identical second one at
an antiparallel orientation. By laterally translating one wedge
of the pair along the direction of inner surface, the wedge pair
serves as one glass plate of varying thickness without any beam
displacement. In our setup, one wedge of the pair was mounted
on a computer-controlled dc motor translational stage (Newport,
MFA-CC) with 100 nm motion resolution, yielding precise time
delays of ∼2.7 as precision over a total travel range of ∼500
fs. Each time delay using wedge pairs was calibrated using
spectral interferometry, as is done for the 2D photon echo
experiment.9,29 Briefly, spectral interferograms, which are gener-

Figure 2. (a) Structures of pentacene, dibenz[a,h]anthracene, and dibenz[a,c]anthracene. (b) Detailed plot of the 2D-DQC spectrum calculated for
dibenz[a,h]anthracene (see text for details). (c-e) 2D-DQC spectra calculated for pentacene, dibenz[a,h]anthracene, and dibenz[a,c]anthracene,
respectively. The diagonal lines specify 2Ω3 ) Ω2. The dashed vertical lines show Ω3 ) ωeg, while the dashed horizontal lines indicate Ω2 ) 2ωeg.
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ated from diffraction of a pair of laser beams (for example, E1 and
E2) through a pinhole placed at the sample position, were recorded
while scanning the position of a wedge in 5 µm steps. The
measured spectral interferograms along the wedge translation gives
temporal oscillations at each wavelength. By counting the number
of optical periods for a particular wavelength over the scanned
distance, a calibration factor for conversion of wedge position into
time delay was calculated for each wedge pair.

When the three pulses interact with the sample, the third-
order signal is radiated in the ks ) k1 + k2 - k3 direction,
which coincides with the propagation direction of the fourth
beam, denoted the local oscillator (LO), in the four-beam
boxcars geometry. As a result, the signal electric field is mixed
with the LO field to yield the heterodyned signal. The
heterodyned signal is linear (instead of quadratic) in the induced
third-order polarization and allows phase-sensitive detection of
the real and imaginary parts of the third-order polarization. In
addition, heterodyne detection provides the advantage of
amplifying weak signals proportional to the amplitude of the
LO field, yielding a superb signal-to-noise ratio. The DO enables
passively phase-locked heterodyne detection with excellent
phase stability by ensuring well-matched phase fronts of the
pulses and automatic spatial overlapping of the signal and LO
fields. The heterodyned signal is dispersed with 1200 grooves/
mm grating (blazed at 500 nm) in a 0.63 m spectrograph (Andor,
SR-163) on a 1600 × 400 pixel, thermoelectrically cooled
charge-coupled device (CCD) array detector (Andor, Newton
DU971N), yielding the Fourier transformation with respect to
the t3 time delay.

A notable feature of our approach is that we use the usual
phase-locked pulse pairs generated by the DO, rather than
requiring fully phase-locked pulses. The reason that this works
successfully for the DQC experiment is that we use a scan
sequence isomorphic to that used in “normal” 2D photon echo
spectroscopy, where the signal arrives in the kPE ) -k1 + k2

+ k3 direction and the pulse pairs E1/E2 and E3/ELO are
inherently phase-locked. In this case, the phase of the DO-
based setup is stabilized because fluctuations in phase of the
four pulses cancel out between phase-locked pulse pairs, i.e.,
(�2 - �1) + (�3 - �LO) ) 0. For the DQC experiment we
use the same four-beam configuration,30 but we relabel E1

T E3. In this case, the signal is radiated in the new direction
of kDQC ) k1 + k2 - k3 and the E3/E2 and E1/ELO pulse pairs
are locked in phase. The phase stability of the third-order
signal is still maintained consistently with the phase matching
condition of the DQC experiment by simply relabeling the
pulses 1 and 3, i.e., (�2 - �3) + (�1 - �LO) ) 0. Therefore,
the inherent phase stability achieved by the DO-based setup
also applies to the 2D-DQCS experiment.

B. Data Acquisition and Evaluation. Characterization of
the heterodyned third-order signal field is achieved by spectral
interferometry31 with the LO field. The LO pulse precedes pulse
3 by the time delay, t4, which was set to be about -500 fs in
our measurements. This leads to a spectral interference pattern,
as shown in the inset of Figure 3, with its fringe spacing along
the Ω3 axis determined by the time delay, t4

This spectral interferogram contains the full information needed
to retrieve both the amplitude and phase of the third-order signal
versus Ω3, yielding an effective Fourier transform with respect
to the time delay, t3. From the measured spectral interferogram,
the complex cross term of eq 3 is obtained as31-33

where �s(Ω3) and �LO(Ω3) are the phases of signal and LO
fields, respectively. Both the signal intensity, Is(Ω3), and phase,
�s(Ω3), of the heterodyne detected signal are recovered by
dividing eq 4 by (ILO(Ω3))1/2 and exp{-i[�LO(Ω3) + Ω3t4]}.
The LO intensity, ILO(Ω3), is obtained from a LO spectrum
measured with pulses 1-3 blocked, and the time delay t4 is
retrieved from the Fourier transform of an interference spectrum
between pulse 3 and the LO pulse. The phase of the LO field,
�LO(Ω3), is calibrated using a separately measured spectrally
resolved pump-probe spectrum,7,9 as discussed below.

A series of spectral interferograms were recorded as the
double coherence time t2 was scanned, yielding the raw 2D data
in terms of t2 and Ω3. The t2 delay was scanned by simulta-
neously moving both pulses 1 and 2 so that the t4 delay between
the LO pulse and pulse 3 is kept constant for spectral
interferometry. The data were collected only at t2 g 0 until the
double-quantum coherence dephases completely, typically within
100 fs. This is in contrast to 2D photon echo spectroscopy (2D-
PES), where both positive and negative single coherence time
values constituting two conjugate quantum pathways are
scanned. In terms of time ordering of the pulses, 2D-DQCS
can be considered as “reverse photon echo” spectroscopy
because the two pulses first interact with the system followed

Figure 3. Experimental setup for 2D-DQCS. Two optical pulses, whose
intensities are adjusted by half-wave plates (λ/2) and polarizers (P1,
P2), are focused on a diffractive optic (DO) by a 25 cm focal length
achromatic lens (L1) to generate four optical pulses, E1, E2, E3, and
ELO, diffracted at first order. The four beams transmitted through the
mask (M1) are collimated and focused onto the sample by a pair of 25
cm focal length paraboloid mirrors (PM1, PM2). The time delays
between the pulses, t1, t2, and t3, are varied with interferometric precision
by moving one of each glass wedge pair (W1, W2, and W3) inserted
into the E1, E2, and E3 optical beams. The E1, E2, E3, and ELO pulses
are incident on the sample with k1, k2, k3, and kLO wavevectors at τ1,
τ2, τ3, and τ4 arrival times, respectively. Time zero is defined at the
center of pulse 3, i.e., τ3 ) 0. The third-order signal (ks) is radiated in
the direction of k1 + k2 - k3, the same direction as kLO in the four-
beam boxcars geometry. The LO pulse is attenuated by a neutral density
filter (ND) and always precedes all other three pulses by the time delay,
t4, that was set to be t4 ) τ4 ) -500 fs. After being collimated by a
25 cm focal length lens (L2), the heterodyned signal is detected as a
spectral interferogram along the Ω3 axis by a combination of spec-
trograph and CCD array detector.

Ihet(Ω3) ) |Es(Ω3) + ELO(Ω3) exp(iΩ3t4)|
2 (3)

If (Ω3) ) √Is(Ω3)ILO(Ω3) exp{i[�s(Ω3) - �LO(Ω3) - Ω3t4]}
(4)
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by a third pulse, which is a reversed pulse ordering compared
to 2D-PES.18,34-39

By numerically Fourier transforming the measured signal with
respect to t2,7 the 2D-DQC spectra correlating the double-
quantum (Ω2) and single-quantum (Ω3) resonances are gener-
ated. The t2 scan was made in 0.1 fs time steps to ensure
sufficient sampling rate for the double quantum resonance
frequencies of the measured samples. In addition, a short time
step was required to retrieve a flat phase profile along the t2

axis in the Fourier transform procedure, which is important in
obtaining accurate Ω2 energies. See Supporting Information for
details.

We found that the calibration of the wedge translation is
crucial for determining accurate Ω2 energies in the processed
2D-DQC spectra. In other words, an error in the delay calibration
factor of the wedges inserted in pulses 1 and 2 causes an error
in scaling along the t2 axis and thus a shift of the observed Ω2

energy. For example, only a 1% error in the calibration factor
for the double-quantum resonance energy, which was on the
order of ∼4 eV for the systems studied in this work, results in
a ∼40 meV shift of the peak position along the Ω2 axis.
However, even with the precise wedge calibration procedure
using spectral interferometry, an error of (0.5% in the delay
calibration factor was unavoidable in our setup. In addition to
the wedge calibration error, the slope of the phase surface along
the t2 axis also sensitively affects the Ω2 energy. Although only
a flat region of the phase surface was carefully selected and
extrapolated to obtain the Ω2 axis by a Fourier transform, the
phase retrieval procedure still remains a source of error in
determining the Ω2 energy. To compensate for those errors that
can arise from delay calibration and/or Fourier transform
procedure, we calibrated the Ω2 axis by ensuring the positions
of the major positive and negative peaks in the 2D-DQC spectra
of organic dye molecules were symmetric with respect to the
diagonal line, based on the theoretical prediction. Such a
procedure does not affect the measured electron correlation
energy in the 2D-DQC spectra since the entire peak features
are shifted together only along the Ω2 axis with their relative
positions intact.

The 2D-DQC spectra are complex quantities with both
amplitude and phase. In this paper, we present the real part (Re)
and absolute value (Abs) of the spectra. The former represents
the absorptive contribution of the third-order polarization, while
the latter includes both absorption and refractive index contribu-
tions. For the phasing of the 2D-DQC spectra, we invoke the
projection-slice identity,7,40 which states that the one-dimensional
projection of the 2D spectrum S(Ω2, Ω3) onto a line (Ω3 axis
in this case)

is equal to the Fourier transform of the one-dimensional slice
through the origin of 2D time-domain signal S(t2, t3) parallel to
the projection line (along the t3 axis in this case)

Following this relation, the (absorptive) real part of the
projection of the 2D-DQC spectrum onto the Ω3 axis (eq 5) is
equal to a separately measurable spectrally resolved pump-probe
signal measured at t2 ) 0 (eq 6). Specifically, the pump-probe
signal we measure corresponds to zero time delay between the

pump and probe pulses, with the signal spectrally resolved and
intrinsically heterodyned by the probe beam with the phase
relationship yielding the absorptive signal. This comparison with
the spectrally resolved pump-probe signal has been commonly
employed in phasing strategies for 2D photon echo spectroscopy.7,40

Here, it should be noted that, although the 2D-DQCS signal is
radiated in a direction (ks ) k1 + k2 - k3), which is different
from that of the pump-probe signal (kPP ) (k1 - k2 + k3),
these two signals become indistinguishable at t2 ) 0 (t1 ≡ 0 in
2D-DQCS), when all three pulses are coincident in time. Hence,
to phase the 2D-DQC spectra, the LO phase, �LO(Ω3), in eq 4
is adjusted so that the real part of projection of the 2D spectrum
onto the Ω3 axis matches the profile of the pump-probe
spectrum that is separately measured at t2 ) 0.

In this work, results for dilute solutions of cresyl violet, Nile
blue, and Nile red (aka phenoxazone 9) are presented. Cresyl
violet and Nile blue were dissolved in ethanol, and Nile red
was dissolved in ethanol, acetone, dicholoromethane and
dimethyl sulfoxide (DMSO). The optical densities of samples
were kept at ∼0.3-0.4 in a 1 mm or 0.2 mm (only for cresyl
violet) path length quartz cuvette. All data were recorded at
room temperature.

4. Experimental Results and Discussion

A. 2D-DQC Spectra. 2D-DQC spectra measured for cresyl
violet are shown in Figure 4. Since the Re spectrum exhibits
narrower features, arising from isolation of the absorptive

P2D(Ω3) ) ∫-∞

∞
S(Ω2, Ω3) dΩ2 (5)

s(t2 ) 0, Ω3) ) ∫-∞

∞
S(t2 ) 0, t3) exp(iΩ3t3) dt3 (6)

Figure 4. (a) Absorption spectrum of cresyl violet (black solid) and
laser spectra of 595 nm (2.09 eV) centered, 28 nm (95 meV) fwhm
bandwidth pulse (red solid), 602 nm (2.06 eV) centered, 21 nm (73
meV) fwhm bandwidth pulse (green dashed), and 590 nm (2.11 eV)
centered, 20 nm (73 meV) fwhm bandwidth pulse (blue dashed). (b)
The Re 2D-DQC spectrum of cresyl violet measured with the 595 nm,
28 nm bandwidth laser pulse. The diagonal line (orange) at Ω2 ) 2Ω3

represents the double-quantum resonance energies when there is no
correlation between single excitations. Two white lines are plotted in
the diagonal direction to indicate the positions of major (positive and
negative) peaks. The energy difference between the diagonal and any
of the peaks defines the double quantum correlation energy ∆ that
quantifies the correlation energy between two single-quantum excita-
tions. (c) The Re 2D-DQC spectrum of cresyl violet measured with
the 602 nm, 21 nm bandwidth laser pulse. It can be seen that the
negative peak lies at a lower Ω2 energy than the positive peak. (d) The
Re 2D-DQC spectrum of cresyl violet measured with the 590 nm, 20
nm bandwidth laser pulse. It can be seen that the negative peak lies at
a lower Ω2 energy than the positive peak.

2D Spectroscopy Measures Electronic Interactions J. Phys. Chem. A, Vol. 113, No. 44, 2009 12127



contribution, than the Abs spectrum that shows an averaged
response of absorptive and refractive index contributions,7,9 we
only show the Re data. The diagonal line, Ω2 ) 2Ω3, serves as
a reference for the energies of double quantum states because
it represents the case when ωfe ) ωeg and thus ωfg ) 2ωeg.

As can be seen in Figure 4b, the Re 2D-DQC spectra contain
two major peaks, one on the left and the other to the right of
the diagonal. The two peaks have oppositely signed amplitudes,
as predicted by theory.41 As shown in the ideal 2D-DQC
spectrum in the previous section, the peak position along the
Ω2 axis represents the energy of the double-quantum resonance,
ωfg, while the positions of the left and right peaks along the Ω3

axis reveal the energies of the relevant single-quantum reso-
nance, ωeg, and its correlation-induced shifted resonance, ωfe,
respectively. Unlike the ideal case, both peaks are elongated
along the diagonal, while the peak width in the antidiagonal
direction is narrow and well resolved. The width of the peaks
along the Ω3 axis reflects the inhomogeneous line width of the
transition from the ground state to a single excited state. The
positive ωeg peak is stronger than the negative ωfe peak. The
asymmetry of the positive and negative peaks in their amplitudes
indicates that the measured 2D-DQC spectra are strongly
influenced by the vibronic structure in the electronic transitions,
leading to the appearance of additional cross-peaks. We have
found that vibronic transitions add rich structure to the 2D-
DQC data, as detailed in the next section. Another contribution
to the asymmetry of the positive and negative peaks could be
the difference in the dephasing rate of the two output coherences,
|e′〉〈g| and |f〉〈e|, corresponding to RI and RII, respectively.
Because the latter could dephase more rapidly than the former
and therefore contribute less to the 2D-DQC signal, the negative
peak is smaller in its amplitude than the positive peak.

A line passing through the maximum of the ωeg peak in the
diagonal direction is compared with the diagonal line to obtain
the energy shift of the peak relative to the diagonal. Similarly,
we can draw a line through the maximum of the ωfe peak. The
energy offsets along the Ω2 axis ∆+ and ∆- should be the same.
However, partly owing to the extreme sensitivity of Ω2 to
calibration of the t2 delay, we often find that the peaks are not
symmetrically displaced about the diagonal. Therefore, we
estimate the DQC energy shift as an average: ∆ ) (∆+ + ∆-)/
2. The DQC energy shift ∆ provides a measure of correlation
between two single excitations comprising a double-quantum
state. ∆ quantifies the change in the energy of double-
quantum state (relative to double the single-quantum energy)
induced by the interaction between the two single-quantum
excitations. Using an analogy to vibrational oscillators,18 ∆
represents the anharmonicity of the collective electronic
oscillator (quasi-particle). The ∆ value along the Ω2 axis is
equal to the difference between the positions of the two peaks
along the Ω3 axis, ωfe - ωe′g, indicating the correlation
strength between the ωeg and ωfe transitions. In accordance
with the upshift of the ωeg peak from the diagonal, the ∆
values of all the organic dyes examined in this work are
positive. That result is quite different than what is expected
based on analogy to vibrational anharmonicity. The reason
is that electronic oscillators are governed by a complicated
many-body response of the electrons in the molecule. Some
insight into this matter is given in section 7.

B. Effect of Laser Bandwidth and Cell Path Length on
2D-DQC Spectra. In our previous work,15 it was seen that the
Ω2 energy of the negative ωfe peak is lower than that of the
positive ωeg peak by tens of millielectronvolts, which is
comparable to the ∆ value measured for organic dyes. From

further measurements in this work, it was found that such a
difference in Ω2 energy between the two peaks is mainly caused
by the limited spectral bandwidth of the excitation pulse. The
bandwidth dependence of 2D-DQC spectra is well demonstrated
by comparing 2D-DQC spectra measured with laser pulses
of broad and narrow bandwidths, shown in Figure 4b-d. In
the 2D spectrum obtained with rather broad (95 meV) bandwidth
pulses in Figure 4b, the positive and negative peaks lie at similar
Ω2 energies, although the negative peak is still located at a
slightly lower energy. In contrast, the 2D spectra measured with
narrower (73 meV) bandwidth pulses in panels c and d of Figure
4 show substantial discrepancy in Ω2 energy between the positive
and negative peaks. Such a difference arises because the narrow
bandwidth of the excitation pulse limits the visible width on either
the blue side of the negative peak (Figure 4c) or the red side of
the positive peak (Figure 4d). When we expanded the bandwidth
of the excitation pulse even further than that in Figure 4b, it was
seen that the Ω2 energies of positive and negative peaks lie at the
same energy. It should be noted that the ∆ value, which is the
measure of correlation between single excitations, is not affected
by the excitation bandwidth.

We also examined the effect of the sample thickness on the 2D-
DQC spectra. A theoretical study on peak shape distortion in 2D
photon echo spectra reported that optically thick samples can distort
peak shapes in 2D echo spectra.42 To check such effects on the
2D-DQC spectra, we measured the 2D spectra of samples that have
the same optical densities (∼0.3) but are contained in cuvettes of
different thicknesses (1 mm versus 0.2 mm path length), as shown
in Figure 5. The two spectra are not significantly different in their
peak shapes, except for delicate changes in the overall peak shape.
Most of all, the shift of the peaks from the diagonal, that is, ∆, is
not affected by the sample thickness.

C. Effect of Solvent and Excitation Wavelength on the
DQC Energy Shift. A series of measurements were carried out
to investigate whether the measured signals, and particularly
∆, depend on solvent or excitation wavelength. The 2D-DQC
spectra of Nile red were measured in four different solvents

Figure 5. The Re 2D-DQC spectra of cresyl violet measured with a
590 nm, 20 nm bandwidth laser pulse in (a) 1 mm path length and (b)
0.2 mm path length cells. There is no distinct effect of sample thickness
on the peak shape distortion.
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(ethanol, dichloromethane, DMSO, and acetone) and at two
different excitation wavelengths (2.23 and 2.30 eV). Representa-
tive results are shown in Figure 6. The study of solvent
dependence is aimed at ascertaining whether the correlation
energy is affected by a polarizable dielectric environment
surrounding the dye molecule. Nile red is soluble in various
solvents with different static dielectric constants (ε) and optical
dielectric constants (n2, where n is the refractive index).
Significant solvatochromism is evident in the absorption spectra
with the maximum peak of Nile red-shifted from 2.335 eV (531

nm) to 2.242 eV (553 nm) in these solvents, Table 1. In contrast
to the solvatochromism effect exhibited in the absorption
spectrum, the solvent dependence of the DQC energy shift ∆
was found to be negligible, with a deviation of only (6%
between different solvents used in this work, as summarized in
Table 1. Furthermore, the DQC energy shift was found to vary
little when comparing the two different excitation wavelengths.
However, the excitation wavelength seems to influence the
amplitude ratio of positive and negative peaks, which can be
ascribed to the effects of vibronic transitions as will be described
later in this paper.

5. Vibronic Transitions in DQCS

In linear spectroscopy, like absorption and fluorescence, it is
clear that vibronic transitions are measured, not purely electronic
transitions. In that case, when we write |g〉 we really mean (in
the Born-Oppenheimer approximation) the product function
of the electronic ground state with the vibrational wave functions
of the nuclei. The same is true for nonlinear spectroscopy,
although the vibronic structure in 2D electronic spectroscopy
is usually neglected. Here we consider the influence of vibronic
transitions. To do that we sum over all vibronic transitions, not
just purely electronic transitions between |g〉, |e〉, and |f〉, and
modify, in the usual way (vide infra), the associated transition
dipole strengths by their relative Franck-Condon factors.

In the systems we have studied experimentally there are only
single |e〉 and |f〉 states in resonance with the excitation pulses.
On the basis of this three-level electronic manifold, we illustrate
in Figure 7 how vibronic transitions modify the resonances that
contribute to the 2D-DQC signal. In contrast to consideration
of only electronic states, each vibronic pathway is weighted by
a product of Franck-Condon overlaps. A further difference is
the introduction of vibrational levels in the ground state, yielding
features at lower frequencies on the Ω3 axis than anticipated

Figure 6. Solvent and excitation wavelength dependence of 2D-DQC
spectra and electron correlation energy shift studied using the solva-
tochromic dye Nile red. The left column (a, b, c) corresponds to Nile
red in ethanol and the right (d, e, f) to Nile red in dichloromethane. (a)
Absorption spectrum (black line) of Nile red in ethanol plotted with
experimental laser spectra centered at 2.30 eV (540 nm, blue line) and
2.23 eV (555 nm, green line). (b) Re 2D-DQC spectrum of Nile red in
ethanol measured using the laser spectrum centered at 2.23 eV. (c) Re
2D-DQC spectrum of Nile red in ethanol measured using the laser
spectrum centered at 2.30 eV. (d) Absorption spectrum (black line) of
Nile red in dichloromethane with the same experimental laser spectra
as (a). (e) Re 2D-DQC spectrum of Nile red in dichloromethane
measured at 2.23 eV. (f) Re 2D-DQC spectrum of Nile red in
dichloromethane measured using the laser spectrum centered at 2.30
eV. The black line in all of the 2D-DQC spectra corresponds to the
diagonal Ω2 ) 2Ω3.

TABLE 1: Physical Parameters and DQC Energy Shift (∆) of Solvatochromic Dye Nile Red

solvent
static dielectric

constant (ε)
optical dielectric

constant (n2)
absorption

maximum (eV)
center energy
of excitation

DQC energy
shift ∆ (meV)

dichloromethane 8.51 2.029 2.305 2.23 62.1
dichloromethane 8.51 2.029 2.305 2.30 67.9
acetone 20.7 1.847 2.335 2.30 56.0
ethanol 24.35 1.853 2.258 2.23 70.1
ethanol 24.35 1.853 2.258 2.30 64.0
dimethyl sulfoxide (DMSO) 47.24 2.008 2.242 2.23 61.8

Figure 7. Quantum pathways of 2D-DQCS signal in a three-level
system with vibronic transitions considered.
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by a purely electronic model. The vibronic transitions contribute
differently in the denominators of the two signal pathways,
producing more complicated interference effects. Nonetheless,
as we describe below, in most cases the primary feature of the
2D-DQC signal turns out to be the interference of purely
electronic resonances. Equation 1 is modified to include vibronic
transitions as follows

where ue and uf are vibrational frequencies in the |e〉 and |f〉
states, respectively, excited by the first two pulses during
excitation of the double-quantum coherence. The ug are the
frequencies in the initial, thermalized, ground state of the
molecule with population weighted by the appropriate Boltz-
mann factor. The Ve′ and Vg are vibrational frequencies in the
|e′〉 and |g〉 states, respectively, accessed by the third laser pulse
and radiation of the signal. The vibrational wave function
corresponding to each frequency V is labeled 	(V).

For the present purposes we assumed no Duschinsky rotation
and equal ground and excited state frequencies so that the
Franck-Condon overlaps in eq 7 were modeled by the simple
expressions collected in eqs 8.43 These approximations can easily

be relaxed, for example, to use 2D-DQC to measure frequencies
in ground versus excited states.

Here |m〉 denotes m quanta of the mode and ∆V is the
dimensionless displacement of this mode between ground and
single-quantum state (not to be confused with the DQC energy
shift ∆). We assume here that the mode displacements between
ground and single-quantum states are equivalent to those
between single-quantum states and double-quantum states, which
seems a reasonable first approximation given the common
symmetry of ground and double-quantum states.

Finite pulse duration was modeled by the A factors, which were
set equal to unity in the original theoretical work13,14 to ignore pulse
duration effects. We used the following expressions13,44

where ωj is the carrier frequency of laser pulse j and we have
assumed the laser pulse envelopes εj[ω] are Gaussian and transform-
limited.

6. Simulation Results and Discussion

In Figure 8 we report simulations of 2D-DQC signals. In
Figure 8a-d we plot calculations for a single mode with a
frequency of 900 cm-1 and a displacement of 0.4. Figure 8a
shows results for a calculation with infinitely short laser pulses,
and the pattern of vibronic features is clearly seen. Features at
energies on the Ω3 axis corresponding to excitations below the
electronic energy gap are evident. They result from signal
pathway SI where the radiated signal de-excitates |e〉 to a
vibrational excitation in |g〉. The peaks at higher energy along
the Ω2 axis result from excitation of vibrational modes in |f〉,
which generate signals dominantly in the SI term because those
same vibrational excitations can be preserved in the downward
pathway |f〉 f |e〉 f |g〉. The signal SII, on the other hand,
radiates from |f〉〈e| to |e〉〈e|. Pulse 3 prepares the |f〉〈e| coherence
by exciting from 〈g| to 〈e|, meaning that vibrations in the
electronic ground state do not contribute at all to SII (unless
thermally occupied). The result is that the positive signal
dominates over the negative signal when the electronic transi-
tions couple to vibrational modes of frequency greater than
thermal energies.

Figure 8b shows a calculation similar to that shown in Figure
8a, but with consideration of finite pulse duration, and hence
excitation bandwidth. Here the pulses are centered at 2.246 eV

Figure 8. Simulation results of 2D-DQCS spectra with vibronic
transitions.

S(Ω3, Ω2, t1 ) 0) )

∑
e,e',f

∑
ue,uf,Ve',Vg

A〈	(uf)|µfe|	(ue)〉〈	(ue)|µeg|	(ug)〉
Ω2 - (ωfg + uf - ue) + iγ

×

[A'I〈	(Vg)|µge'|	(Ve')〉〈	(Ve')|µe'f|	(uf)〉
Ω3 - (ωe'g + Ve' - Vg) + iγ

-

A'II〈	(ug)|µge'|	(Ve')〉〈	(Ve')|µe'f|	(uf)〉
Ω3 - (ωfe' + uf - Ve') + iγ ] (7)

〈0|0〉 ) √2 exp(-∆V
2/2) (8a)

〈0|m〉 ) 〈m|0〉 ) [exp(-∆V
2/2)(∆V

2/2)m/m!]1/2

(8b)

〈m|n〉 ) 〈0|0〉-1 ∑
k)0

min(m,n)
1
k![ m!n!

(m - k)!(n - k)!]1/2
×

〈m - k|0〉〈0|n - k〉 (8c)

A ) ε1[ω1 - (ωeg + ue - ug)]ε2[ω2 - (ωfe +
uf - ue)]ε3*[(ωfe' + uf - Ve') - ω3] (9a)

A'I ) ε4*[(ωe'g + Ve' - Vg) - ω4] (9b)

A'II ) ε4*[(ωe'g + Ve' - ug) - ω4] (9c)
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(552 nm), precisely on resonance with ωeg, and are considered
to be 10 fs in duration (full width at half-maximum of the
electric field envelope). As a result of the nonlinear intensity
dependence of the signal and the frequency-dependent excitation
intensity, signal features are obscured compared to Figure 8a.
In panels c and d of Figure 8 we plot examples of laser pulse
detuning from blue excitation at 2.4 eV (516 nm) to red
excitation at 2.1 eV (590 nm). Both these examples assume 6
fs duration pulses. Red-edge excitation therefore provides signals
that are less congested with vibronic features and is therefore
the preferred method for estimation of the electronic correlation
energy shift.

In panels e and f of Figure 8 we report calculations for a
single mode with a frequency of 600 cm-1 and a displacement
of 0.4 versus 0.8 (6 fs pulses centered on the ωeg resonance).
Comparing the simulations for the 900 cm-1 vibration, Figure
8a,b, with those for a 600 cm-1 vibration, Figure 8e,f, it is
apparent that higher frequency modes, provided they are
sufficiently coupled to the electronic transition, perturb the shape
of the signal more dramatically than low frequency modes. It
is also evident that larger displacements bias the signal more
to the positive (SI) term. It can be imagined that when several
modes are strongly coupled to the electronic transitions the 2D-
DQC spectra will show many features in addition to the purely
electronic response that yields the electron correlation energy
offset.

Analysis of vibronic progressions in resonance Raman data
and related experiments such as hyper-Raman processes have
proven to yield valuable insights into the structure of molecules
in solution as well as ultrafast structural changes.43,45-47 Our
analysis suggests that related information is contained in the
2D-DQC data. This may provide routes in the future for
correlating structure and structural dynamics with the reorga-
nization (mean-field) and correlation of electronic motions.

In Figure 9a,b, we plot experimental data for the model
chromophore Nile blue (dilute solution in ethanol recorded at
294 K). The absolute value data show that the positive peak
dominates the measured signal, which is partly explained from
our calculations by the greater number of signal-generating
pathways for SI compared to SII when high-frequency vibrations
are considered. The negative signal feature in Figure 9b at Ω3

∼ 1.87 eV cannot be assigned. The peak is only occasionally
seen in experiments, and we believe that it is an artifact, possibly
due to the solvent background or fluorescence. In Figure 9c we
report calculations of the 2D-DQC signal that includes correlated
static disorder in the transition frequencies (calculated as we
have described previously15) and three important high-frequency
modes. Modes representative of the experimental results of
Lawless and Mathies48 were included in the calculation: 400
cm-1 (∆V ) 0.1), 600 cm-1 (∆V ) 0.7), and 900 cm-1 (∆V )
0.22). The contribution of the 600 cm-1 mode was reduced
compared to the others to account for the fact that we have not
counted many other vibrations with small displacements.
Overall, the simulated signal captures many of the qualitative
features in the experimental data.

The peak and trough of the calculated signal contributions,
SI and SII, respectively, are indicated by the dashed lines.
Similarly to the experimental results, the SII feature peaks
slightly below SI on the Ω2 axis. The correct positions of the
electronic resonances (Ω2 ) ωfg, Ω3 ) ωeg)I and (Ω2 ) ωfg, Ω3

) ωfe)II are indicated by the points labeled I and II. The
calculated peak (red) lies at the correct Ω2 ) ωfg double-
quantum energy but is red-shifted on the Ω3-axis (Ω3 < ωeg)
owing to distortion of the band by vibronic features. On the

other hand, the trough (violet) is located at Ω2 < ωfg, and Ω3 )
ωfe as a result of interference with the more intense, overlapping
SI signal. That was confirmed by simulating the signals in
isolation from each other. As a consequence of the peak/trough
shifts, analysis of these calculated data overestimates the
correlation energy shift, defined as ∆corr ) ωfe - ωeg, by almost
a factor of 2. However, if we take the peak of SI to give ωfg

and the trough of SII to give ωfe, then we find that ∆corr ) 2ωfe

- ωfg ) +60 meV, precisely as input into the calculation.

7. A Note on the Meaning of ∆

Single and double quantum transitions are well-known in
vibrational spectroscopy as the fundamental and overtone

Figure 9. Comparison of experimental and simulated 2D-DQC spectra.
(a) Absolute value and (b) real part of experimentally measured 2D-
DQC spectrum of Nile blue. (c) Real part of simulated 2D-DQC
spectrum with an electronic transition with the transition frequency of
2.25 eV.
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frequencies, respectively. Owing to anharmonicity, the overtone
is found at a frequency less than twice the fundamental. That
is, ∆ is negative. That is in contrast to the results reported in
thepresentpaperwherewehavestudied“electronicoscillators”.49,50

The electronic oscillator problem is considerably more com-
plicated than vibrational oscillators because electronic transition
frequencies are determined by the many-body response of
electrons in a molecule.19,51-53 As indicated earlier in this paper,
the interpretation of DQCS is challenging, and further work is
needed to elucidate how we can learn quantitatively about
electron correlation from these measurements. To show what
we mean by this statement, the results of high-quality quantum
chemical calculations on model polyenes will be briefly
described.

Optimized geometries of ethane, butadiene, and hexatriene
were taken from the literature.54 Calculations of excited states
were performed using various methods and basis sets. Here we
report results obtained at the EOM-CCSD level of theory using
the cc-pVDZ basis set.55-58 Calculations were carried out using
the QChem program.59 To obtain the double-quanta states many
highly excited states needed to be calculated, for example, the
first 48 states in the case of butadiene. Only the electronic states
relevant to the discussion below are collected in Figure 10.

The electronic states, and their transition energies from the
ground state, that are directly relevant to the DQCS experiment
(as we have performed it) are plotted in red in Figure 10. The
S1 state is |e〉, the lowest allowed electronic transition from |g〉.
The dashed red line is not a calculated state but marks twice
the energy of the S1 transition. The nearest electronic state to
this point that has the correct symmetry to be photoexcited from
S1 (a singlet 1Ag state) corresponds to |f〉. We found it to have
some double highest occupied (HOMO) to lowest unoccupied
molecular orbital (LUMO) character, 2Hf 2 L, but it is mainly
composed of a double excitation from two different HOMOs
to two different LUMOs, H′H f L′L. The values for ∆ that
we report in the previous sections of the paper correspond to
the energy difference between the H′H f L′L transition and
the energy 2S1. It is seen in Figure 10 that there is no apparent
trend in this ∆ through the series of three polyenes.

When describing the goal of DQCS, we stated that it is
desirable to measure how the energy of a H f L transition is
modified by the reorganization of electrons in the molecule
caused by a preceding Hf L transition. As mentioned already,

a difficulty in addressing this question is that the exchange
interaction involving the HOMO and LUMO electrons needs
to be accounted for; it strongly influences the single-quantum
transition energy but not that of the double-quantum transition.
The blue markers in Figure 10 illustrate how to obtain this
correlation energy, labeled ∆*.

To compensate for the exchange interaction, the lowest energy
singlet and triplet excited state energies, S1 and T1, were
calculated and an exchange-corrected single-quantum transition
energy SQ* was found as [S1 + T1]/2. Twice the energy of
SQ* is labeled 2SQ*, which is compared to the calculated
energy of the 2H f 2L transition, that is, the “true” double-
quantum transition, to give ∆*. As expected for strongly
correlated systems, ∆* is large. It is found to increase systemati-
cally through the ethane, butadiene, hexatriene series.

The brief analysis presented in this section of the paper
suggests that the ideal description of the DQCS experiment and
the practical implementation measure different quantities in the
case of strongly correlated systems. Nonetheless, the potential
of the technique is evident and this will motivate future
development.

8. Conclusions

We demonstrated that 2D-DQCS maps out the energies and
correlations of single and double excited states in a two-
dimensional spectrum consisting of one-quantum and two-
quantum transition frequencies, as predicted by theory.13,14 In
particular, the narrow peak width in the antidiagonal direction
allows one to achieve higher spectral resolution than that
obtained by traditional linear and two-photon absorption spec-
troscopies. As a result of the interaction between single
excitations, the double-quantum resonances observed in the
measured 2D-DQC spectra are substantially shifted compared
to the case of noninteracting excitations, by the amount of tens
of millielectronvolts for the transitions of the molecular chro-
mophores examined in this work. We also examined the effect
of excitation bandwidth and cell thickness on the measured 2D-
DQC spectra. In addition, we found that neither the solvent
environment nor the excitation wavelength has a significant
effect on the quantum correlation energy (assuming approxi-
mately resonant conditions). However, shifts in the excitation
wavelength were found to change the relative intensities of the
positive and negative peaks in the Re spectra as explained by
vibrational contributions.

Simulations of the 2D-DQC spectra suggest that consideration
of the vibronic structure helps to explain the asymmetry and,
in general, complex shape of the experimental 2D-DQCS data.
In particular we were able to explain, first, that the dominant
positive and negative peaks in the experimental data are skewed
relative to each other such that the negative peak lies lower on
the Ω2 axis than the positive peak. The experimental data are
more distorted than the simulations predict, and further experi-
mental study is needed to investigate this issue. Second, the
negative peak is typically found to be weaker than the positive
peak. This was explained by the observation that there are more
signal-generating pathways in SI relative to SII when high-
frequency vibrations couple to the excitations because the SI

pathway accesses de-excitation to the ground state vibrational
manifold. The SII pathway has a more limited signal resonance
between a vibrationally excited 〈f| and vibrational excitations
in 〈e|.

The correlated motions of electrons in molecules are very
significant, especially in excited electronic states, and may one
day be harnessed to expose new modes of chemical reactivity.

Figure 10. Electronic transition energies (eV) relevant to the discussion
about DQCS calculated using the EOM-CCSD/cc-pVDZ level of theory.
See text for details.
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The overall goal of our continuing work is to begin to elucidate
insights into chemistry beyond mean-field approximations. To
this end, we described the application and interpretation of a
coherent two-dimensional electronic spectroscopy that measures
changes in the electronic interactions among electrons and their
many-body correlated response to optical excitation. It was
found that the method is useful, but the challenge of interpreta-
tion of the results remains.
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